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Abstract:

We provide the following set of rules as a framework for researchers in any domain to
undertake a comparative software review and determine the best software for their task.

Rule 1: State your credentials and motivation

Rule 2: Define and justify your scope

Rule 3: Perform a comprehensive search

Rule 4: Make your longlist data available to others
Rule 5: Summarise your software shortlist

Rule 6: Define the software quality criteria

Rule 7: Define the task suitability criteria

Rule 8: Mind the gaps

Rule 9: Summarise the findings as clearly as possible
Rule 10: Involve your community
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Introduction

Comparative reviews of scientific software are not a new thing, as shown for instance by the
work of Schroeder (1969) and Frances (1979). However, in more recent decades software
and tools have proliferated hugely, which can make it difficult for researchers to understand
which software is most appropriate for a particular task. While literature review papers are
common in most discipline areas, enabling researchers to understand which are the most
important papers for them to consider, there are fewer software review papers which
compare the different tools available for a given task.

Writing a good comparative software review can be difficult, since to perform an objective
review with clear scope and well-defined comparison criteria, reviewers should ideally have
extensive experience in using each of the possible software packages for the particular task
in question. Despite this difficulty, it is important for individual researchers to share lessons
learned from their practical experiences using software with the wider academic community,
because the maijority of researchers rely on software to do their work (Hettrick, 2014).
Encouragingly, this has prompted an increase in comparative software review papers in
certain disciplines.

For example, in the field of audio engineering, two very recent papers compare tools used
for room acoustic characterisation (Alvarez-Morales et al, 2016; Cabrera, Xun and Guski,
2016). A further two contemporaneous audio software reviews make plain the differing
approaches that authors may be required to take. At one extreme, a narrow focus may be
required for technically detailed or closely-scoped tasks, for example, in evaluating
background noise levels in a space (Cuff, 2016). At the other extreme, a broad overview of
related software packages may be more relevant when the tasks themselves are more likely
to vary from project to project, e.g. in the varied types of annotation that audio signals may
require (Finlayson & Erjavec, 2016).

To date, the academic community has not yet described in detail the steps required to
approach and carry out a comparative software review. In the spirit of the existing papers
mentioned above, we therefore offer Ten Simple Rules for writing a comparative software
review which we hope will assist others in producing such documents. The resulting reviews
can then be used by other researchers to make sense of the software in the area, to identify
software they may not otherwise have been aware of, to help determine which criteria are
important to them, and ultimately to decide which software to use. Additionally, such reviews
can also be used by the author to identify important gaps in provision, for instance a lack of
open-source alternatives or a lack of software available for common platforms.
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Rule 1: State your credentials and motivation

We recommend placing a credentials and motivation section at the start of your paper. It is
important for readers to understand why they should trust the information provided in your
comparative software review paper. You should honestly state your:
1. Background and credentials: Why are you qualified to write this paper? What is your
experience? Conversely you should make it clear if this is not an expert review.
2. Viewpoints: What is your bias or special interest? For example, do you work
exclusively with open source software?
3. Motivation: Why are you writing the review? Are you trying to justify your choice of
tools, or to explain why you should write a new piece of software?

Rule 2: Define and justify your scope

It is important to clearly define the scope of the review. In particular, exclusion criteria will
help to focus your paper, and make it easier to narrow down the potential field of candidates
for comparison.

1. State the scope of your review clearly, listing your inclusion and exclusion criteria and
providing justification for your scope.

2. Explain what you have chosen to include in your review, and why.

3. Are exclusion criteria based on fitness for use (e.g. functionality, minimum
performance, documentation, license), domain knowledge (e.g. commonly used
platforms), community health (e.g. currently maintained, regular commits) or personal
preference (e.g. openly licensed)?

4. Sometimes it might be appropriate to apply an arbitrary cut-off to make the paper
easier to write and more useful to readers, e.g. “new software released in the past
three years”.

Rule 3: Perform a comprehensive search

It can be difficult to perform an exhaustive search of software, since the law of diminishing
returns suggests that you may expend significant effort to identify only a few additional
pieces of software. Compared to literature reviews, the tools (such as reference managers)
and norms (such as how items are cited) relating to software are not as well-developed.
Nevertheless, there are approaches you can take to ensure you have given appropriate
attention to the search for software to include in your review.

1. Keep track of the search methods (and parameters) you use, and record instances of
software in a sensible way e.g. tabular data (CSV, spreadsheet),
a. Record the software name and the link to where you found it
b. Start recording data relating to your comparison criteria
2. Use a variety of mechanisms to search for software
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a. Review recent literature in the field: look for software which has been
mentioned in key papers.

b. Look for existing comparative software papers: these may be in related areas.

c. Search language or domain-specific repositories, such as the Python
Packaging Index (PyPl), the Comprehensive R Archive Network (CRAN) and
so on.

d. Search GitHub and BitBucket: these are currently the largest repositories of
scientific software.

e. Ask on academic mailing lists: this can be useful for identifying ‘tacit’ software
which has not been officially released but may be in wide use.

f. Use generic internet search engines, keeping track of which search terms you
have used.

g. Write up your search methodology in your paper, recognising this can never
be truly objective. It can be useful to include instructions for readers or
developers to alert you of any software you have missed so that it can be
included in a future version of the review.

Rule 4: Make your longlist data available to others

Your comparative software review will not evaluate all the software you discovered in your
search in detail, due to the exclusion criteria mentioned above. Nonetheless, providing the
list of all the software you discovered, how they were found, why they were included in or
excluded from the review, and any data you collected about the software during the search
process can be useful to others who may wish to conduct their own review with a different
scope. This data can be provided as an appendix or in a supplementary materials section.

Rule 5: Summarise the software shortlist

Provide the readers with a concise overview of the software that you are going to consider in
greater detail. List the chosen software in a tabular format, listing its name, complete version
number, date published, authors, and website URL, and full citation (Jackson, 2016).

Rule 6: Define the software quality criteria

Before you conduct the comparison itself, define the criteria, methods and benchmarks you
will apply to the software shortlist in your comparative review, . Some of these measures can
applied to any piece of software, giving an objective indicator of the “quality” of the software.
Other measures will relate to the task you have in mind (see rule 7 below). Some key
software quality criteria which might be relevant (with examples in brackets) include:

1. The availability of the software (as defined by its license, installation format) indicates
how easy it is for a researcher to download and start using a piece of software.

2. The robustness of the software (as evidenced, for example, by its documentation,
unit tests, positive user reviews).
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3. The size of the community (as indicated by citations or GitHub stars) will give an idea
of whether the software is currently being maintained, or is likely to become
deprecated at short notice.

4. The health of the community (as indicated by communication, number of (happy)
developers, frequency of releases, bug fixes, and commits) will also indicate whether
there is a source of help beyond the documentation provided with the software itself.

5. The technical requirements (including supported hardware/software platforms and
data formats, software dependencies, and programming languages) indicate there
are likely issues when interfacing with other software.

6. The performance (as measured through benchmark tests or datasets) of the software
will identify its support for missing - or massive - data, any known limitations, and
likely compute power required. A variety of tests, parameters and/or input data are
needed because some scientific programs are designed to optimise performance for
specific use-cases and may perform relatively poorly in others - thus variety is
needed to demonstrate true strengths and weaknesses

Rule 7: Define the task-suitability criteria

You should also consider a wider range of factors which determine the fitness for purpose of
the shortlisted software candidates to the actual task at hand. That is, the criteria considered
under rule 6 above should be weighted by a second set of criteria which establishes their
relative importance in this particular use case.

Each comparative software review will involve a unique combination of personal
preferences. Thus all stakeholders (researchers, developers, project team members, and
possibly of target consumers of the project outcomes too) must be identified and consulted
before any new software is adopted.

Factors to consider include:

1. Security and integrity concerns of the software, relative to the project aims and
objectives.

2. Costs of purchasing or licensing the software, relative to project budgets more
widely.

3. Computational functionality - the software should have necessary and sufficient
capabilities, without being bloated by unused functionality.

4. Computational efficiency - ensure the software can run in a reasonable time on the
machines available (for instance, whether it will require a high performance cluster or
GPU setup).

5. Whether the prevalence of the software in the relevant community (Joppa, 2013),
and the level of documentation provided is sufficient for the proposed userbase.

6. The fluency of any developers with the language in which the software is written, as
this will affect the time taken to install and deploy the software in question.

7. The usability and acceptable steepness of the learning curve. If usability is the prime
factor in your software comparison then it may be advisable to examine this point in
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far greater detail (see e.g. Bax et al (2007) who gathered feedback from 30
independent researchers on the usability of various different programs).

It is inevitable that these factors will be influenced by psychological factors beyond the scope
of this paper. Nonetheless, even a naive attempt will allow you to identify trade-offs between
criteria under Rule 7. For example, a balance exists between the fluency of an individual
developer with a given piece of software versus its relative unpopularity in the community,
since little support would be needed if the developer is already fluent with the selected
software.

Rule 8: Mind the gaps

Comparing software in a way that highlights their strengths and weaknesses against your
chosen criteria can be a good way of identifying situations for which no suitable software
exists. When you are reporting the results of your comparison based on the quality and
suitability criteria, don’t forget to discuss any gaps and absences you discover. For instance,
if there is no good open source software available for a given task, then this should be
highlighted and discussed.

Rule 9: Summarise the findings as clearly as possible

Present your findings in such a way that the reader may quickly and intuitively understand
which is the best tool for their job. There is no hard and fast rule about the best approach to
take. Rather, the presentation should be sensitive to the domain and task in question, and to
the number of possible options which remain at the end of your analysis.

If relatively few software options have survived the culling and weighting of the earlier rules,
then it may be sufficient to tabulate results and provide these remaining candidates in a
checklist for side-by-side comparison. Furthermore, if just a few key differences separate
these options, it can be instructive to implement a flow-chart or walk-through approach, so
that the single best choice can be selected in conversation with relevant stakeholders.

For cases where a larger number of possible software candidates still remain, it may be
more instructive to provide a visualisation (Tufte, 2001) of the comparative software review
results. For example, software candidates may be mapped onto particular locations on a
three-dimensional terrain, where the three selected dimensions represent software-quality
factors which received the highest suitability-weightings and which differ among the
candidates. An alternative to this would be to follow an interactive “recipe” style, where the
“‘ingredients” (personal priorities) you have can help narrow down the search among
candidates.
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Rule 10: Involve your community

While writing, be conscientious and objective at all times. The reviewed software might be
the developer’s life work, and criticism may not be taken kindly. Ensure everything you write
is as considerate as possible. Consider asking the developer for their opinion on anything
about their software that you are unsure of.

To help ensure you haven’t overlooked anything in your review, ask your peers and
colleagues to read and comment on your work. In addition, consider hosting an early version
of your review on a pre-print server to seek feedback from a wider audience. Remember, it
may also be necessary to alert the appropriate developer and researcher communities to the
existence of your work by using appropriate mailing lists and forums.

Conclusions

Despite the proliferation of software in research, we lack tools for comparing different
software options and judging which is most appropriate for a particular task. This paper
discusses the issues involved in writing a comparative software review, and provides a set of
ten simple rules which allow the reader to undertake such a review. If followed, the resulting
review should have a clear scope, explicitly define the quality and suitability comparison
criteria, and should present its findings concisely, and with clarity.
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